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Introduction

In DotNetNuke 2.0 we introduced two pieces of functionality that required recurring operations to be processed regularly (Users Online and Site Log).  A solution was implemented that launched separate threads on Global.asax.vb in the Application_Start method for each of the operations.  Functionality on the horizon for DotNetNuke will ultimately require more of these types of recurring operations.  Our goal is to provide a solution that allows core functionality and 3rd party functionality to integrate easily into a DotNetNuke scheduling engine.

Ideal Solution

The ideal solution is one that allows for scheduled tasks to be run at specified intervals or scheduled times.  The scheduler should run 24/7.  It should allow for 3rd party modules to easily schedule tasks to be run.  It should have an interface to display the current status of the scheduled tasks as well as their history.  We should have the ability to edit the schedule of tasks in the scheduler.  And, finally, the scheduler should be implemented using the Provider Model so competing scheduling products can be easily integrated without modifications to the DotNetNuke core.

Design/Architecture Issues
One limitation of the Scheduler is that it cannot run 24/7 without help from an external program.  This is a limitation of ASP.NET, and not DotNetNuke.  The Worker Process used within IIS will periodically recycle according to settings in machine.config.  Some hosts may have settings that recycle the worker process every 30 minutes (forced), while some may have more complicated settings, such as recycling the worker process after 3000 web site hits, or after 20 minutes of inactivity.  It is this recycling of the worker process that will shut down the scheduler, until the worker process is started again (i.e. by someone hitting the website, which in turn starts up the worker process, starting up the scheduler as well).

This functionality is actually a major benefit to web applications as a whole, in a hosted environment because it keeps runaway applications from taking down the server.  But, it isn’t without its drawbacks as we experience them with the scheduler.

The bottom line is that the scheduler will run 24/7, as long as someone is constantly visiting your website.  It is during periods of dormancy that it possibly could shut down.  It is for this reason that you need to proceed with caution in regards to the types of tasks you schedule.  Make sure the tasks don’t have to run “every night at midnight”, etc…a more suitable task is one that runs “once per day” or “once every 2 minutes”, that doesn’t mind if it’s not run during periods of inactivity.

Implemented Solution

The scheduling solution introduced in DotNetNuke 2.1.1 is a multi-threaded scheduler that utilizes a thread pool to manage the tasks.  The thread pool helps to reuse threads that have recently been used.  So, rather than killing and creating new threads the thread pool reuses them.

Creating a multi-threaded application is quite tricky, as you have to take great care in making sure that no two threads can write to the same object simultaneously.  To reach a reliable multi-threaded application, there are several instances of a ReaderWriterLock that help to lock/unlock objects for read/write access.

First let’s see how web.config sets up the scheduler to run. 
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You can see the scheduler uses the provider model, similar in setup to the data providers.  Note the following attributes:

1. debug – this setting, when set to true, will generate a lot of log file entries to help debug the scheduler.  Debugging multi-threaded applications is always a challenge.  This is one setting that can help you figure out why a task is or isn’t getting run.

2. maxThreads – this specifies the maximum number of threads to use for the scheduler.  “-1” is the default in web.config, which means “leave it up to the scheduler to figure out”.  In the scheduler, it is capped at 10 as a max.  If you specify a value greater than 0, it will use that number as the max # of thread pools to use.

3. enabled – this is the high-level power switch for the scheduler.  Set to “false” to disable scheduled events entirely.  This is helpful if you are debugging other DotNetNuke functionality…it helps alleviate the multi-threaded debugging challenge when it’s not necessary.

Now let’s look at where to find the scheduler in DotNetNuke.  Here is where it is:
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Schedule Screen
Clicking on Schedule will bring you to the following screen.  This screen shows you the Type (more on that later), whether the scheduled task is enabled or not, the frequency to run the task, the retry time lapse (used if the task fails), and the next start date & time for that task.  There are two links for each task: a) an edit icon  b) a history link.  More on these later in this document.
[image: image3.png]Vi \ﬁ Schedule

NN NN

Type
Datietfuke.PLrgelisersOning, DOTNETHLKE

Dotietfiuke. PLrgesitelog, DOTHETNLKE

Dotietfuke.Schecling PLrgeScheduleHistory, DOTNETHLKE
DotMetfuke.Logaing.Purgel ogBuffer, DOTHETNLKE AMLLOGGINGPROVIDER

Dothethike.Logging.SendLoghotifications, DOTNETHLKE XMLLOGGINGPROVIDER

B

@
@
@
@

Enabled Frequency

every 1 minute
every Ly

every 1 minute
every 1 minute

every 1 minute

Retry Time Lapse Next Start

every S minutes
every 2haurs

every S minutes
every S minutes

every 10 minutes

6/1/2004 9:53:00 P11
6/2/2004 9:52:00 P11
6/1/2004 9:53:00 P11
6/1/2004 9:53:00 P11

6/1/2004 9:53:00 P11

History.
History.
History.
History.

Hstory.




The following actions are available from this screen:
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Edit Schedule Screen

You can edit a scheduled task’s settings by clicking on the pencil next to the task.  This will bring you to the following screen:
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1. Available Tasks – this drop down includes a list of all classes in any assemblies in the /bin directory that inherit from DotNetNuke.Scheduling.SchedulerClient.  Reflection is used to gather this list.

2. Schedule Enabled – select this to enable the task to run in the scheduler.  Uncheck it to disable the task in the scheduler.

3. Time Lapse – this represents how often you would like the task to run.  You may choose “x” number of minutes/hours/days.

4. Retry Frequency – if the scheduled task fails, it will be retried after this timeframe has lapsed.

5. Retain Schedule History – each time the task is run, a record is stored in the database to reflect the success/failure of the task, and it also stores any notes that were written during execution (more on that later).  The number specified in this field represents how many records to retain in history for this task.

6. Run on Event –You can schedule tasks to run on APPLICATION_START.  Currently the only option here is APPLICATION_START.  After quite a bit of testing, it was discovered that APPLICATION_END is a bad place to put code that must run…there is no guarantee that it will ever run…therefore APPLICATION_END is not an option here.

7. Catch up Enabled – If your task is scheduled to run every 10 minutes, for instance, and the scheduler is shut down for some reason (reboot of server, etc…).  When the scheduler is started again, if catch up is enabled for this task, the task will run once for each of the time lapses that were missed.  So if the scheduler was down for an hour and catch up is enabled, it will run the task 6 times to catch up. If catch up is not enabled, the scheduler will just run the scheduled task once and continue with its schedule

8. Object Dependencies – Since the scheduler is multi-threaded, it is important to avoid deadlocks on simultaneously running threads. For this reason, an object dependency can be specified to prevent other tasks with the same object dependency at the same time.  For instance, if you have one task (“Task A”) that does a select on the Users table…and it has an object dependency of “Users” (this doesn’t necessarily have to relate to a table name, it can be anything, but for clarity I’m using “Users” because we are using the Users table)…another task (“Task B”) does an massive update on the “Users” table.  If you don’t want these two tasks to run at the same time ever, then make sure they have the same object dependency.  You can specify more than one (comma delimited).  So for “Task B” you could have object dependencies of “Users,UsersOnline,Portals”…and that task won’t run when “Task A” is running because they have conflicting dependencies.  One will run, and when it finishes, the other will run.
Schedule Status Screen

Clicking on “View Schedule Status” will bring you to the following screen.  In this screen you can see the current status of the schedule, how many threads are active/available, and you can start and stop the scheduler.  You can also see any tasks that are currently processing, as well as those in the queue.
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1. Current Status – this tells you what status the scheduler is in.  Values you may see here are:

        WAITING_FOR_OPEN_THREAD

        RUNNING_EVENT_SCHEDULE

        RUNNING_TIMER_SCHEDULE

        SHUTTING_DOWN

        STOPPED

2. Max Threads – this is determined in web.config (details above)

3. Active Threads – tells you how many tasks are currently running.  Above you can see two tasks running.

4. Free Threads – this is MaxThreads minus Active Threads

5. Command – this allows you to start/stop the scheduler.  Note: you can disable it in web.config as well for a long-term setting.
6. Items processing – these tasks are currently being executed.

a. Schedule ID – unique identifier for the scheduled task

b. Type – the fully qualified type & assembly of the task

c. Started – time & date when the task was started

d. Duration - # of seconds the task has been running

e. Object dependencies – explained above

f. Triggered by – tells you whether the task was triggered by an event or the timer

g. Thread – this is the thread id that the task is running on

h. Notes – any notes that are written out during task execution will be displayed here (more on this later)

i. Process group – this is the numeric representation of the thread pool that the task was assigned to (helpful for multi-threaded debugging, etc.)

7. Items in Queue – these tasks are queued up for execution.
a. Schedule ID – unique identifier for the scheduled task

b. Type – the fully qualified type & assembly of the task

c. Next Start – time & date when the task is scheduled to run next

d. Overdue - # of seconds that have passed since the task should have run

e. Time Remaining - # of seconds until the task is scheduled to run

f. Object dependencies – explained above

g. Triggered by – tells you whether the task was triggered by an event or the timer

h. Process group – this is the numeric representation of the thread pool that the task was assigned to (helpful for multi-threaded debugging, etc.).  The thread pool is assigned just before the task is executed.

Schedule History Screen

The following screen represents the history of a scheduled task.  You can see when the task began, ended, how long it took to execute, whether it was successful, when its next start was scheduled for, and any notes written out during execution.
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Data Structure

The data that drives the scheduler is stored in a database and utilizes the default DotNetNuke database provider as specified in web.config.  There are three tables:
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Sample Code

Below is an example of a scheduled tasks.  It can be found in the following file in the DotNetNuke project:
· /admin/Users/UsersOnlineDB.vb

	1. Each task has it’s own class, in this case the class name is PurgeUsersOnline.

2. The class must inherit from DotNetNuke.Scheduling.SchedulerClient

3. The class must have a constructor with the same signature as the one to the right.  You must also set the value of the ScheduleHistoryItem to the value of the incoming parameter.
4. The DoWork method is what gets called from the scheduler.  It must be follow the same logic & format as the example to the right…meaning, you need a Try/Catch, with all of the required items included (required items are noted in the code).

a. Me.Progressing tells the scheduler that the task is progressing.  This is optional, and is useful for long running tasks.

b. UpdateUsersOnline() is where the actual work is getting done.
c. Me.ScheduleHistoryItem.Succeeded = true is required after the work is done

d. If you want to add any notes to the schedule history, you can call “AddLogNote()” as shown to the right.  You can call it as many times as necessary.

e. It is important to properly handle exceptions in DoWork().  Ideally, copy the entire Catch section to your task class.

5. Once you compile your class and put it in /bin, it will be available in the schedule admin screens to add the task to the schedule
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354 Inherits DotNetNuke.Scheduling.SchedulerClient
358

3560 Public Sws New(ByVal objScheduleHistoryltem ks DotNetNuke.Scheduling.ScheduleHistoryItem)
357 HyBase.new()

358 Ile.ScheduleHistoryIten = objScheduleHistoryItem

359 End sub

3600 Public Overrides Sub DoWork(]

361 Try

362

363 ‘notification that the event is progressing

364 He.Progressing() 'OPTIONAL

368

366 UpaateUsersonline ()

367

368 Ie.ScheduleRistoryIten. Succeeded = True ' REQUIRED

369

370 M= ScheduleRistoryIten. ddLoglote ["Purged Users Online Successtully”)
371

372 Cateh exc As Exception 'REQUIRED

373

374 Ile.ScheduleRistoryIten. Succeeded = False 'REQUIRED

378

378 He.ScheduleHistorylten. AddLoglote "EXCEPTION: " + exc.ToString) 'OPTIONAL
377

378 ‘notification that ve have errored

379 He.Errored{exc] 'REQUIRED

380

381 ‘log the exception

382 LogExceptionfexe) 'OPTIONAL

383 Ena Try

384 End sub

EEE U Private Sub UpdateUsersonline (]

386

387 Din objUseronlineController is UserOnlineController = New UseronlineConmtroller
388

388 ! Is Users Online Enabled?

390 .

391 If (ohjUseronlineController.IsEnshled(]) Then

392 ' Upaate the Users Online records from Cache

393 .

394 Ie.Status = "Updating Users Online”

398 ob3UseronlineController. UpdateUsersonline (]

396 Be.Status = "Update Users Online Successfully”

397 He.ScheduleHistorylten. AddLogote ("Users Online Updated Successfully”)
398 He.ScheduleHistorylten. Succeeded = True

398 End If

400

401 End sub

402; End Class







Scheduled Task Settings

There is a table named “ScheduleItemSettings” that can store settings for each scheduled task.  The settings are stored in key/value pairs with a foreign key of Schedule.ScheduleID.  The settings can be retrieved from your task class (i.e. in the DoWork() method perhaps) using the following syntax:

Dim myValue as String = Me.ScheduleHistoryItem.GetSetting("MyKey")

Or you can retrieve the entire collection of settings in a HashTable:

Dim myHashTable as HashTable = Me.ScheduleHistoryItem.GetSettings

The settings are retrieved from the table when the schedule queue is refreshed from the database (every 10 minutes or when a change is made to the schedule).

Class Diagram
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